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ABSTRACT

This paper presents a method to forecast terrain trafficability from visual appearance. During training, the system
identifies a set of image chips (or exemplars) that span the range of terrain appearance. Each chip is assigned a vector tag
of vehicle-terrain interaction characteristics that are obtained from simple performance models and on-board sensors, as
the vehicle traverses the terrain. The system uses the exemplars to segment images into regions, based on visual
similarity to the terrain patches observed during training, and assigns the appropriate vehicle-terrain interaction tag to
them. This methodology will therefore allow the online forecasting of vehicle performance on upcoming terrain.
Currently, the system uses a fuzzy c-means clustering algorithm for training. In this paper, we explore a number of
different features for characterizing the visual appearance of the terrain and measure their effect on the prediction of
vehicle performance.

1. INTRODUCTION

Most, if not all, unmanned ground vehicles currently in use are teleoperated. Typically, the operator relies
exclusively on visual input from a video camera to select the route and speed. Teleoperation is robust and effective.
Vision processing for autonomous and semi-autonomous navigation has not matched the human operator's visual terrain
understanding. Current approaches to autonomous/semi-autonomous navigation employ a wide gamut of sensors
including 3D imaging LIDAR, ground penetrating radar, multi-spectral stereovision, ultrasound, and other sensor
modalities to detect potential obstacles and forecast trafficability. Inspired by the ability of human operators, our
research is focused on methods to assess terrain trafficability directly from image appearance. We do not address
obstacle detection, which is an important, but separate cognitive process.

We present an approach to automated image segmentation and terrain classification using exemplars, or small image
samples, to represent the variety of terrain appearance. Each chip is assigned a set of measured vehicle-terrain
interaction (VTI) parameters that describe the vehicle's performance while driving over that particular terrain. Important
measures include vehicle slip, ground resistance and terrain roughness. This process requires three main functions:
segmenting the terrain into areas that are visually similar, measuring and computing appropriate measures of the vehicle
terrain interaction, and matching the VTI parameters to the correct image chip. During runtime, local pieces of terrain are
assigned to the exemplar to which they are most similar in appearance and inherit the VTI parameters of the exemplar.
Previous work has been performed in determining meaningful and robust VTI parameters). In this paper we will utilize
measures ofground resistance and roughness.

Exemplar models assume that intact stimuli are stored in memory, and that classification or recognition is
determined by the degree of similarity between a stimulus and the stored exemplars. Exemplar methods admit evolution
of similarity metrics, since the entire sample is stored intact in memory and not merely a feature vector summary.
Simple generalization effects explain correct classification of novel (Le., previously unseen) instances of categories.
Only the item information is used for classification decisions. Categorization relies on the comparison of a new stimulus
with known exemplars of the category.

Exemplar models are the most parsimonious models of categorization in terms of the underlying associative
mechanism2

• Exemplar based learning has been proposed as a model of human learning3 and has since been shown to
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